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ABSTRACT
Heatwaves are becoming more frequent and severe, intensifying cooling demand and reducing air
conditioner efficiencies. This causes peaks in electricity demand that pose operational challenges to
power grids. This paper provides methods to mitigate demand peaks and heat stress under heat-
waves by jointly adjusting fan speeds and thermostat setpoints in buildings. The methods involve
(1) learningbaselinemodels to predict load and thermal comfort, (2) fitting perturbationmodels that
relate fan speed and thermostat setpoint adjustments to perturbations in load and thermal comfort,
and (3) optimizing peak load and thermal comfort. Themethods are implementable in real buildings,
providing fast, accurately predictedoptimized solutions that flattendemandpeaks andmitigate per-
sonal heat stress. This paper demonstrates themethodology through simulation-based case studies
of a single building and a six-buildingneighbourhood. In case studies, themethods reducepeak load
by 8–10% while maintaining occupants’ thermal comfort within safe and comfortable ranges.

Highlights

• This paper develops data-drivenmethods to reducepeakdemandandmitigate heat stress during
heatwaves.

• The methods are designed for straightforward implementation in the field.
• In case studies, the methods reduce peak demand by 8–10%while maintaining thermal comfort

within safe and comfortable ranges.
• To achieve the same level of peak load reduction, jointly adjusting fan speed, rather than solely

thermostat setpoint, improves thermal comfort by 5% in the test case.
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1. Introduction

Heatwaves are extended periods of high tempera-
ture that affect lifestyle and lead to health conse-
quences (Robinson 2001). Under the trend of climate
change and global warming, heatwaves will become
longer, more frequent, and stronger (Baldwin et al. 2019).
It is found that exposure to heatwaves could lead to heat
stress (Kovats and Hajat 2008). In quantifying heat stress,
degree of thermal discomfort is shown to be a useful
measurement (Macpherson 1973). Intensified heat stress
would increase health risks (Basu and Samet 2002), such
as cardiovascular mortality and respiratory illnesses (Patz
et al. 2002) or even cause heat related deaths (Klenk,
Becker, and Rapp 2010).

CONTACT Zhujing Zhang stellazz@alum.mit.edu Department of Architecture, Massachusetts Institute of Technology, 77 Massachusetts Avenue,
Cambridge, MA 02139, USA

Research has shown for the indoor environment,
under heatwaves, the presence of air conditioningwould
significantly reduce the mortality rate (Nunes et al. 2011;
Vandentorren et al. 2006). However, as the outdoor tem-
perature rises, the increased energy consumption due to
efficiency degradation of the air conditioner and grow-
ing demandwould increase peak load, which poses great
challenges to the grid and could possibly lead to grid
shutdown and power outage (Alawadhi and Phelan 2022;
Yang, Nishikawa, and Motter 2017). Under heatwaves
the peak electric demand (Yau and Hasbi 2013) and the
reliability of the grid (Ward 2013) have become partic-
ular problems. To respond to the peak load, extend-
ing generation, transmission and distribution capacities
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are conventional approaches, which are costly and
practically not efficient considering the small percentage
of time peak load occurs in the time span of general
usage (Mishra and Palanisamy 2018). The power loss dur-
ing transmission is in a nonlinear relationship with the
current; during the peak load, an increase of the supplied
current would result in less efficiency in power transmis-
sion (Prasanna 2014).

Studies on building adaptation have developed strate-
gies to mitigate the impacts of heatwaves. In particu-
lar, Porritt et al. (2012) rank building-level interventions
for reducing overheating under heatwaves. Simson, Kur-
nitski, and Maivel (2017) identify intervention guidance
for building parameters, including orientation, window-
to-wall ratios, and overhang dimensions that prevent
summer overheating. In addition, authors (Coniff 1991;
Braun 2003) show that thermal mass of a building
enables reductions in the peak air conditioning load.
Given weather variability, the case study in Kneifel and
O’Rear (2017) shows that a highly efficient building enve-
lopenot only leads togreater peakdemand reductionbut
also improves thermal comfort. Although building adap-
tations show benefits in mitigating the impacts of heat-
waves, the cost and time associatedwith the construction
would be a factor that cannot be neglected.

As an alternative to building renovations, optimizing
the operation of air conditioning systems can reduce
peak load (Celik et al. 2017; Jeddi, Mishra, and Led-
wich 2021). Scheduling, a form of energy management,
could reduce renovation costs and efforts, but generally
requires some investment in sensing, communication,
and controls. Corbin, Henze, and May-Ostendorp (2013)
describe a model predictive control method that gen-
erates hourly cooling setpoints to minimize the daily
energy cost of a commercial building. Price-based energy
management can reduce peak load (Xu et al. 2015;
Torriti 2012). However, these approaches often under-
emphasize the thermal comfort of building occupants, a
critical metric under heatwaves.

As a complement to air-conditioning, ceiling-mounted
or other fans can improve energy efficiency (Yang
et al. 2015) by providingmore comfortable air movement
to occupants (Fountain and Arens 1993; Ho, Rosario, and
Rahman2009; Atthajariyakul and Lertsatittanakorn 2008).
The studyofHsiao, Lin, andLo (2016) optimizes ceiling fan
airspeed to enhance thermal comfort and reduce electric-
ity cost. At a group level, a coordinated optimization of a
system of fans is able to incorporate the thermal comfort
of multiple occupants in one room (Liu et al. 2018).

However, there is limited research on jointly optimiz-
ing the control of air conditioners and fans to mitigate
both peak load and heat stress. In Luo et al. (2021), Luo
et al. evaluate thermal comfort under various constant

room temperatures with different fan operating modes
and find that a higher setpoint with fan-assisted cooling
can achieve similar thermal comfort to a lower setpoint.
In Taylor, Brown, and Rim (2021), Taylor et al. run large
iterations of EnergyPlus simulations to find optimal air
conditioner and fan schedules that reduce total energy
usage and ensure thermal comfort. Although the studies
of Luo et al. (2021) and Taylor, Brown, and Rim (2021) con-
sidered both the air conditioner and fan, Luo et al. (2021)
onlypresent analytical results underdefined constant set-
tings without means for adjustment, and the optimiza-
tion strategy by Taylor, Brown, and Rim (2021) is limited
by extensive computing required by EnergyPlus simula-
tions. Moreover, in neither of the studies is peak load
considered, which is critical under heatwaves.

This paper proposes methods to jointly optimize the
air conditioner and fan schedules that mitigate peak load
and heat stress under heatwaves. The proposed meth-
ods have several practical advantages. They require no
building or equipment modelling, which allows flexibil-
ity in the application and avoids the need to spend costly
expert timeonmodel development. Themethods require
relatively little data, which protects user privacy. Com-
putationally, the methods efficiently produce optimal
schedule adjustments, enablingdeployment in real build-
ings. Recent rapid development and wide use of smart
home devices make feedback and control of the cooling
systems possible (Lee and Zhang 2021; Yammen, Tang,
and Vennapusa 2019). Working with smart devices, the
proposedmethod is able to record, predict and adjust the
environmental conditions and power consumption and
promote users’ thermal satisfaction.

The details of themethods involve (1) learningmodels
to predict baseline demand power and thermal comfort
values, (2) training models that relate the adjustments of
the fan and air conditioner schedules to the perturba-
tion of demand power and thermal comfort values, and
(3) feeding baseline and perturbationmodels to the opti-
mizer to optimize air conditioner and fan schedules that
mitigate the peak load and heat stress. Extending the
framework presented by Kircher et al. (2021), for schedul-
ing parameters, the proposed workflows allow adjust-
mentsof the fan tobe jointly scheduledwith theair condi-
tioner and extend the goals to mitigating both peak load
and heat stress. A detailed explanation of themethodwill
be shown in Section 1 of this paper.

Although the proposed methods are designed to be
implementable in real buildings, to test and demon-
strate them, simulation-based implementations are pre-
sented in Section 2. Energyplus (2021), a commonly
used physics-based building energy simulation tool, is
used to obtain data. The Standard Effective Temperature
(SET∗) is adopted as a comprehensivemeasure of thermal
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comfort (Gagge, Nishi, and Gonzales 1972; Auliciems and
Szokolay 1997). Section 3 describes the workflow tested
on a single building and a six-building neighbourhood
during a heatwave. Section 4 presents the results. The
case studies show that by jointly optimizing air condi-
tioner setpoints and ceiling fan speeds, the methods are
able to reduce peak load by 8–10% while maintaining
SET∗ within comfortable ranges.

2. Methods

The methods proposed in this paper include three
phases: baseline model learning (Section 2.1), pertur-
bation model training (Section 2.2), and optimization
(Section 2.3). Figure 1 demonstrates the workflow of the
proposed methodology.

2.1. Baselinemodel learning

The goal of this section is to learn surrogate models that
predict baseline power load and heat stress conditions
in the defined time interval. The building power load
records the power usage, a peak in which would result in
grid pressure. Load data can be collected from electricity
meters. The degree of thermal discomfort is often used as
a measurement of heat stress (Macpherson 1973). There
are two schools of thermal comfort models, the heat bal-
ance model and the adaptive model. Heat balance mod-
els consider thehumanbodyas a thermodynamic system,
which requires the human body to maintain an internal
heat balance around 37±0.5◦C (Butera 1998). Predictive
Mean Vote (PMV) (Fanger 1970) and Standard Effective
Temperature (SET∗) (Gagge, Nishi, and Gonzales 1972;
Auliciems and Szokolay 1997) are representatives of heat
balance models. For the adaptive models, the occupant
is assumed to be able to adapt to the environment to
improve personal thermal comfort. Research has shown
that thermal comfort conditions can be quite personal
and relate to such parameters such as culture (Brager

and de Dear 2003), age (Indraganti and Rao 2010), and
gender (Karjalainen 2007). Building on the knowledge
from these thermal comfort models, the recent develop-
ment of machine learning algorithms and smart sensors
has enabled great progress in data-drivenmodels for per-
sonalized thermal comfort (Ferreira et al. 2012; Bermejo
et al. 2012; Megri, Naqa, and Haghighat 2005; Peng and
Hsieh 2017). To mitigate heat stress, it is important to
maintain thermal comfort in a comfortable range.

Baseline conditions are set up for the air conditioner
and fan, the two devices that this paper is scheduling.
Recent fast development and wide application of smart-
home devices have opened up the potential for data
collection and smart control of household devices. Lee
and Zhang (2021) use the data of smart meters and smart
thermostats of the air conditioners to predict and control
the load in residential buildings; in the paper (Yammen,
Tang, and Vennapusa 2019), Yammen et al. offer meth-
ods to control the speed of the fan through a mobile
application. The baseline schedule of the air conditioner
and fan and the building load collected from the smart
meters would be used to train the baseline models. In
addition, occupancy factors including the information of
the typeof theday, timeof theday, andoccupancy sched-
ules are critical to power consumption (Yun et al. 2012).
The occupancy data could be collected through sen-
sor or user logs. For the choice of algorithm, there is
a great amount of existing research work that predicts
load. Review paper (Zhao and Magoulès 2012) com-
pares the performance of various algorithms for load
prediction. Artificial Neural Network (ANN) (González
and Zamarreño 2005; Ben-Nakhi and Mahmoud 2004)
and Support Vector Machine (SVM) (Hou and Lian 2009;
Li et al. 2009) are two types of models that can be
trained with historical data and obtain high accuracy
in prediction however, the models are often complex.
The statistical regression model (Hoffman 1998) has
more advantages in terms of ease of use, but has less
accuracy.

Figure 1. Methodology workflow.
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For thermal comfort prediction, the above-mentioned
heat balance model, adaptive model, or data-driven
personalized thermal comfort model could be used to
describe the thermal perception of the occupant. Review
paper (Feng et al. 2022) lists input factors for generat-
ing thermal comfort values. Normally environmental fac-
tors include air temperature, mean radiant temperature,
relative humidity, and air speed, which could be mea-
sured through a set of sensors (Zhao et al. 2014). Human
factors involve anthropometric data, physiological fac-
tors, and behavioural factors. The anthropometric data
include age, gender, ethnicity, height, and weight, which
are often not included in the thermal comfort predic-
tion inputs since the input values would not vary much;
the physiological factors often included heart rate, elec-
troencephalogram (EEG), and skin temperature and are
the most used inputs for thermal comfort models; the
behavioural factors involve lifestyle, clothing insulation,
and activity levels, which can be hard to quantify thus
often not used in the input data. For the machine learn-
ing algorithm, a wide range of models have been applied
to predict thermal comfort, including Artificial Neural
Network (ANN) (Ferreira et al. 2012; Shan et al. 2020),
Fuzzy Logic (Bermejo et al. 2012), and Support Vec-
tor Machine (SVM) (Megri, Naqa, and Haghighat 2005;
Peng and Hsieh 2017; Alsaleem et al. 2020; Wu, Li, and
Qi 2020; Nkurikiyeyezu, Suzuki, and Lopez 2018). Review
paper (Feng et al. 2022) points out SVMmodel is themost
used in the reviewed works and obtains one the best
prediction accuracies.

The above-mentionedexistingmachine learningmod-
els for power and thermal comfort predictions have their
advantages anddisadvantages. It would be hard to deter-
mine thebestmodelwithout comparing theperformance
of a few models for the specific problem with specific
requirements for accuracy, computing time, and ease of
use. The algorithm of the baseline models could be cho-
sen based on the specific requirements of the problem.

2.2. Perturbationmodel training

Workingwith smartmeters, smart air conditioner thermo-
stat and fan smart speed control, the perturbation of the
air conditioner and fan schedules, power consumption,
and thermal comfort are recorded for training the pertur-
bation models. Given the perturbation of the air condi-
tioner and fan schedules, theperturbationmodels predict
the perturbation of load and thermal comfort as output.
This paper implements the linear regression proposed
by Kircher et al. (2021) as a computationally tractable
stand-in for the true system dynamics. Equation (1) is a
standard form of linear regression, in which y is the out-
put target vector, X is the input feature matrix, a is the

coefficient vector, and e is the error vector. The coefficient
vector a is fit by least squares as shown in Equation (2):

y = Xa + e. (1)

a = (XTX)−1XTy. (2)

Consider the power perturbation models with only set-
point perturbation as an example. The perturbation of
power is restricted to be linear in the setpoint perturba-
tions:

δP(k) = a1δT (k) + · · · + amδT (k − m + 1) + ek . (3)

In Equation (3), m is a tunable memory parameter, δP(k)
and δT (k) are power and temperature perturbations, ek
is the error at time k, and the parameter vector a is fit
by least-squares. In the standard linear regression form,
y = Xa+ e, the power perturbation can be written as

⎡
⎢⎢⎢⎢⎢⎢⎣

δP(1)
...

δP(m)
...

δP(k)

⎤
⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎣

δT (1)
...

. . .
δT (m) . . . δT (1)

...
...

δT (k) . . . δT (k − m + 1)

⎤
⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎣
a1
...
am

⎤
⎥⎦

+

⎡
⎢⎢⎢⎢⎢⎢⎣

e1
...
em
...
ek

⎤
⎥⎥⎥⎥⎥⎥⎦
. (4)

The coefficient vector a can be identified by least squares
estimation: a = (XTX)−1XTy. Implementing this paper’s
proposed method, two perturbation models are trained
in Equations (5) and (6), where perturbation of power
δP(k) and perturbation of thermal comfort δC(k) are
restricted to be linear in the setpoint perturbation δT (k)
and fan operation perturbations δFan(k).

⎡
⎢⎢⎢⎢⎢⎢⎣

δP(1)
...

δP(m)
...

δP(k)

⎤
⎥⎥⎥⎥⎥⎥⎦

=

⎡
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. . .
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δT (m) . . . δT (1) δFan(m)
...

. . .
...

...
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. . .
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. . .

...
. . . δFan(k − m + 1)

⎤
⎥⎥⎥⎥⎥⎥⎦

⎡
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(5)
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Figure 2. Surrogate model training. (a) Surrogate model training RMSE convergence and (b) Test data and prediction comparison.
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e1SET
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emSET
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ekSET

⎤
⎥⎥⎥⎥⎥⎥⎦

(6)

With the case study data in Section 4.1, the power per-
turbation model’s Root Mean Square Error (RMSE) con-
vergence over the manually tuned memory number m
is shown in Figure 2(a). Figure 2(b) shows a comparison
of the power prediction from the trained perturbation
model (in dotted line) with the power consumption data
from the test data (in solid line) over 96 hours.

2.3. CVX optimization

In the third step, the trained baseline and perturba-
tion models are fed into the load-shifting optimization.
The goal of the optimization is to determine air condi-
tioner and fan schedule perturbations that minimize the
weighted sum of the peak power and thermal comfort
value over a day. The objective goal can be written as a
weighted sum,

Pweight · max(Pbase + δP) + Cweight · max(Cbase + δC),
(7)

where Pweight and Cweight are assigned weights lead-
ing to an optimized reduction of peak power and the
magnitude of a thermal comfort index above a discom-
fort threshold. Since the proposed methods use a lin-
ear regression model as the surrogate, a convex solver,
CVXpy (Diamond and Boyd 2016), can be applied to solve

the optimization problems. The surrogate and optimizer
choices in theproposedmethodsguarantee that theopti-
mization problems can be solved to global optimality.
Furthermore, the workflow results in very low compu-
tation costs in solving such multi-objective optimization
problems with high dimensional variables in hourly or
even smaller increments. The computational efficiency
makes the proposed methods better suited for imple-
mentation in home-automation systems.

3. Simulation-based implementation

Although proposed methods are intended to be imple-
mentable in real buildings,wedemonstrate themthrough
simulation. This implementation uses the Standard Effec-
tive Temperature (SET∗), one of the comprehensive mea-
sures of thermal comfort that describes the ‘feels like’
temperature (Gagge, Nishi, and Gonzales 1972; Auliciems
and Szokolay 1997), as themeasurement of thermal com-
fort. Data are obtained from simulation with a com-
monly used physics-based building energy simulation
tool, Energyplus (2021), which is able to capture the effi-
ciency change of air conditioning systems under heat-
waves.

For baseline conditions, this study uses the single-
family prototype model in the ASHRAE 1A climate zone
(very hot-humid) published by the Building energy codes
program (2021). The Miami TMY3 epw file is used as a
weather file for the simulation. Figure 3(a) shows the
outdoor temperature over a year of the chosen climate
profile. The summer hottest day, shown in Figure 3(b),
is set as the optimization day. Researchers at the Pacific
Northwest National Laboratory developed the prototype
model as a standard test-case for single-family homes.
The prototype is a two-story house with a floor area of
110m2 for each floor, and window-wall ratio of 0.15 on
each side of the building. The wall R value is 1.9m2K/W
and window U value is 2.8W/m2K. The two stories are
set as one conditioned zone, and the attic is set as an
unconditioned zone. Power consumption and thermal
performance are monitored in the conditioned zone for
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Figure 3. Outdoor dry bulb temperature in one year and the hottest day. (a) Outdoor dry bulb temperature (whole year) and (b) Outdoor
dry bulb temperature (hottest day).

Figure 4. Cooling coil total cooling rate.

the case study. The annual total energy use of the facility
is 16,086 kWh, with 6476 kWh of HVAC power consump-
tion. The air conditioner in the prototype is a Unitary
Heat Pump Air to Air system with a direct expansion coil
for cooling which has the designed gross rated cooling
capacity of 6.79 kW. The cooling coil’s monthly average
cooling rate over the year is shown in Figure 4.

Thebaseline setpoint keeps thedefault value at T̂(k) =
23.9◦C. In addition to the air conditioning system, rais-
ing air speed by fans is an energy-efficient strategy (Yang
et al. 2015) that could benefit thermal comfort (Attha-
jariyakul and Lertsatittanakorn 2008; Ho, Rosario, and
Rahman2009). The values of average air speed andpower
consumption of the ceiling fan refer to the data pub-
lished by Liu et al. (2018). A baseline air speed of 0.35m/s
is implemented in this test with an average power con-
sumption of 0.48W/m2. An hourly baseline power P̂(k)
and Standard Effective Temperature ˆSET(k) are gener-
ated as the baseline target. Since EP simulations are able
to generate P̂(k) and ˆSET(k), the step of baseline model
learning is skipped in this study. Under the heatwave con-
text in this paper, the hottest day and four weeks around
the hottest day are simulated.

eppy (2021) is used to parametrically modify the
schedules of the cooling systems. The perturbation range
for setpoint is ±3◦C and for air speed is ±0.35m/s. The

ranges of perturbation are set that would not cause dra-
matic changes to the thermal conditions but are enough
to create useful signals to train the perturbation model.
For the target perturbation, at time k, the perturbation
of power is calculated as P(k) − P̂(k); the perturbation of
SET∗ is calculated as SET(k) − ˆSET(k). A pseudo-random
binary sequence (PRBS) of setpoint and air speed in the
defined ranges is used to simulate the perturbation of
power and SET∗. Linear regression models as explained
in Section 2.1 are implemented and trained as a surro-
gate for EP using the perturbation data of setpoint and air
speed as input and the perturbation of power and SET∗
as output. One model for power perturbation and one
model for SET∗ perturbation are trained to relate changes
of setpoint and air speed to the changes of power and
SET∗.

Given the baseline data and trained surrogate model,
the optimization to determine setpoint and air speedper-
turbations that minimize the weighted sum of the peak
power and SET∗ over a day is implemented with the pro-
cess demonstrated in Section 2.2.

4. Case study

This section demonstrates the proposed methodology
with a single building case study and a six-building neigh-
bourhood case study. The details of the baseline model
and weather condition for the case studies are provided
in Section 2. The baseline air conditioner and fan setting
can be found in the same section.

With the constant default setpoint at 23.9◦C and air
speed at 0.35m/s, the baseline hourly power consump-
tion and SET∗ are shown in Figure 5(a,b). The power
demand and SET∗ in the optimization day are used
as a baseline for the case study. Figure 5(a) shows,
that as the outdoor temperature rises in the afternoon,
the baseline power demand in the afternoon increases
and reaches a peak, due to the increased thermal load
and the decreased cooling system efficiency when the
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Figure 5. Power and SET∗ in the hottest day. (a) Hottest day power consumption and (b) Hottest day SET∗.

temperature difference between outdoor and indoor
increases. To reduce the peak power, one easy solution
would be raising the constant setpoint. If the setpoint
is raised 3◦C, the resulting hourly power consumption is
shown in the same figure. Although the easy approach
shifts the curve of power consumption down, it com-
promises SET∗ as shown in Figure 5(b). The darker grey
and lighter grey shading boxes in Figure 5(b) indicate the
thermally comfortable zone (22.2–25.6◦C) and the lightly
warm/cold zone (17.5–22.2◦C, 25.6–30◦C) of SET∗ (Auli-
ciems and Szokolay 1997). The goal for the optimization
of the case studies below is to reduce the peak load and
maintain a thermally comfortable condition.

4.1. Single building

The single building case studymodel shown in Figure 6(a)
uses the single-family residential prototype model of the
1A climate zone demonstrated in Section 2 as a baseline.

The hourly baseline power P̂(k) and Standard Effective
Temperature ˆSET(k) of the prototype model are gener-
ated as baseline targets. The hottest day and four weeks
around the hottest day are set as the run period. To gen-
erate perturbation data, eppy (2021) is used to paramet-
ricallymodify the schedules of the setpoint and air speed.
The perturbation ranges for setpoint and air speed are
demonstrated in Section 2. One hundred fifty sets of
schedule perturbations are generated.

One perturbation model for power and one pertur-
bation model for SET∗ are trained with linear regression
functions in Equations (5) and (6). The baseline power
and SET∗ and the trained power and SET∗ perturbation
models are fed into the convex linear solver, CVXpy (Dia-
mond and Boyd 2016) with goal function in Equation (7).
The proposed methods require low computation cost in
solving the high-dimensional multi-objective optimiza-
tion problems. A multi-objective sampling is applied
with 1000 different combinations of randomly gener-
ated Pweight and Sweight assigned to the optimization
function (7). For the demonstration purpose of the case
study, anoptimized solutionof 75% Pweight to peakpower
reduction, and 25% Sweight to peak SET∗ reduction is
shown in the result Section 5.1.

As shown in Figures 8(a,b) and 9(a,b), comparing the
surrogate predictions outputted from the optimizer and
the EP simulation outputs with the optimizer generated
schedules, the relative error is within 8%. Although the
relative error is quite small, since it is a surrogate pre-
diction, there would still be some error compared to a
physics-based simulation.

4.2. Six-building neighbourhood

The six-building neighbourhood, as shown in Figure 6(b),
is composed of six single-family buildings with vari-
ous footprints derived from the prototype single-family

Figure 6. Case study models. (a) Single building model and (b) Six-building neighbourhood model.
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model. A python package, geomeppy (2021), which
facilitates geometric changes of the EP model including
dimension, orientation and window wall ratio, is used to
make the geometrymodification of the prototypemodel.
The footprint of the buildings on each floor varies from55
to 165m2. Thewindowwall ratio of the buildings remains
at 0.15 on each side of the buildings.

The process of baseline and perturbation data gen-
eration and perturbation model training is repeated for
each of the six units. as described in Section 4.1. For each
unit, one perturbation model for power and one pertur-
bation model for SET∗ are trained with their respective
linear regression function (5) (6). The baseline power and
SET∗ and the trained power and SET∗ perturbation mod-
els of the six units are fed into the convex linear solver,
CVXpy (Diamond and Boyd 2016). The goal of the opti-
mization for the six-unit neighbourhood case study is

Figure 7. Single-building multi-objective sampling.

to reduce the aggregate peak power and SET∗ of the
six units. Similarly, a multi-objective sampling is applied
with 1000 different combinations of randomly generated
Pweight and Sweight assigned to the optimization goal. To
show a set of results in different weights, Section 5.2
presents the optimized solution of assigning 65% Pweight
to peak power reduction, and 35% Sweight to peak SET∗
reduction.

5. Results

5.1. Single building

As shown in Figure 7, the multi-objective sampling
method gives a range of optimized solutions to the case-
study problem. The solutions form a Pareto Front (Legriel
et al. 2010), in which each dot in the figure represents
one unique optimal solution that cannot improve in one
dimension without compromising the other. The high-
lighted dot in Figure 7 demonstrates the optimal solu-
tion of 75% Pweight to peak power optimization and 25%
Sweight to peak SET∗ optimization for the single build-
ing case study. Figure 8(a,b), shows the baseline perfor-
mance, the surrogate prediction from the optimizer, and
the building performance from EP simulation with the
optimizer-generated schedules. As indicated in both fig-
ures, the optimized peak power and SET∗ are reduced
by 8% and 3% compared to the baseline. To reduce
peak load, the optimized schedules provide additional
cooling prior to the peak period; some of the energy is

Figure 8. Single-building optimized solution. (a) Single-building power; (b) Single-building SET∗; (c) Single-building setpoint schedule
and (d) Single-building air speed schedule.
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lost due to increased conduction through the building
envelope associated with a large indoor-outdoor tem-
perature difference, which results in the increase of total
energy consumption by 5%. The schedules of cooling sys-
tem setpoint and ceiling fan air speed that result in the
reduction are shown in Figure 8(c,d). The optimized set-
point solution pre-cools the building earlier in the morn-
ing then raises the setpoint temperature in the afternoon
when theoutdoor temperature increases. Tomaintain the
indoor environment at a thermally comfortable level, the
ceiling fan schedule raises the air speed in the afternoon.

Table 1. Single-building peak power and SET∗ under different
scheduling methods.

Pdifference% SETdifference%

Setpoint scheduling −8 % +2 %
Setpoint+ Air speed scheduling −8 % −3 %

A comparison study of only adjusting the setpoints of the
air conditioner is done. As shown in Table 1, to achieve 8%
peak load reduction if adjusting only cooling setpoints,
the peak SET∗ will increase by 2%. The comparison shows
the advantage of jointly adjusting both setpoints and air
speed for peak load and heat stress mitigation.

5.2. Six-building neighbourhood

For the six-building neighbourhood, with 65% Pweight
assigned to peak power optimization and 35% Sweight
assigned to peak SET∗ optimization, Figure 9(e,f) shows
the methodology is able to provide coordinated set-
point and air speed schedules for the small community.
Figure 9(c,d) present the coordinated individual power
and SET∗ of the six buildings. As shown in Figure 9(a,b),
the aggregate peak power is reduced 10% compared to
the baseline and the average SET∗ increases by only 2%.

Figure 9. Six-building jointly optimized solutions. (a) Six-building aggregated power; (b) Six-building average SET∗; (c) Six-building
individual power; (d) Six-building individual SET∗; (e) Six-building setpoint schedules and (f ) Six-building air speed schedules.
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Figure 10. Six-building individually optimized solutions. (a) Six-building individual power and (b) Six-building individual SET∗.

Over the whole day the total energy of the optimized
solution increases 6%.

To compare with the neighbourhood-level joint opti-
mization, a test was done by optimizing the schedules
of the six buildings individually with the same assigned
weights to the same optimization goal. Figure 10(b)
shows the result SET of the individual building, which
are all within the comfortable range. For the optimized
power, as shown in Figure 10(a), the individually opti-
mized power profiles all peak at the same time, whichwill
result a new accumulated peak load. Comparing with the
baseline, the new aggregate peak of the individually opti-
mized solutions reduced only 5%, which is 5% less than
the jointly optimized solutions. Although jointly opti-
mizing the scheduling in a neighbourhood level would
required sharing and communicating certain data, the

coordinated optimization is able to reduce the peak load
further.

5.3. Single-buildingwall R value andwindowU
value variations

In addition to the schedule optimization, building-level
interventions such as wall R value and window U value
influence the power consumption. Building off the sin-
gle unit case study, this sectiondemonstrates the result of
the single-building optimizationwithwall R value varying
from 1.9 to 3.4m2K/W, and window U value varying from
1.1 to 4.5W/m2K. The proposed methodology is applied
to the single buildings with wall R value of 1.9, 2.2, 2.5,
2.8, 3.1, 3.4m2K/W. Similarly, the process is repeated for
each of the buildings with window U value of 1.1, 2.8,

Figure 11. Multi-objective sampling (moo) and optimization score (scoreopt) with wall R value from 1.9 to 3.4m2K/W and window U
value from 1.1 to 4.5W/m2K. (a) Moo with wall R value variations; (b) Moo with window U value variations; (c) Scoreopt with wall R-value
variations and (d) Scoreopt with window U value variations.
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and 4.5W/m2K. Figure 11(a,b) present a wide range of
solutions from the multi-objective sampling with wall R
value and window U value variations. In both plots, the
X-axis represents the optimized peak power and Y-axis
represents the optimized peak SET∗.

Figure 11(a,b) show that as the wall R value increases
and the window U value decreases, the Pareto Front
moves closer to the origin. The baseline peak power and
SET∗ of the prototype model with default wall R value of
1.9m2K/W and window U value of 2.8 W/m2K are used
for comparison. To cross-compare the results of the opti-
mization, an optimization score is introduced here:

scoreopt = Pweight · Pchange% + SETweight · SETchange%
(8)

In Equation (8), Pweight and Sweight are the weights
assigned to peak power and peak SET∗ optimization.
The value of Pweight and Sweight are 60% and 40% in
this result section. Pchange and SETchange are peak power
and SET∗ changes compared to the baseline peak power
and SET∗ of the prototype model. Smaller optimization
scores indicate better optimization results. The optimiza-
tion score with wall R value andwindowU value variation
are shown in Figure 11(c,d). Figure 11(c) shows that as
wall R value changes from 1.9 to 2.8m2K/W, there is a
significant improvement in the optimization score; after
2.8m2K/W, although theoptimization score still improves
as the R value increases, the magnitude of improvement
is smaller. For the window U value variation, Figure 11(d)
shows thedecrease of the optimization score is sharper as
the window U value changes from 4.5 to 2.8W/m2K than
from 2.8 to 1.1W/m2K.

6. Conclusion and discussion

This paper proposes methods to adjust air conditioner
and fan schedules that mitigate demand peak and heat
stress under heatwaves. The results show that by jointly
optimizing the control of the air conditioner and fan,
the methods are able to identify with low computing
cost cooling equipment schedules that mitigate the peak
power and heat stress under the heat event.

At the neighbourhood level, jointly optimizing the
scheduling among the households shows more advan-
tage in peak load reduction than separately scheduling
individual households. For building-level interventions
such as wall R value and window U value, the results
show that as the wall R-value increases and the window
U value decreases, the scheduling methods in general
are able to generate better solutions for peak load and
heat stressmitigation. As a next step, the proposedmeth-
ods have great potential to integrate with other heat

resilient strategies such as improvements in insulation,
solar shading, and thermal mass.

Themethods are implementable in real buildings with
no need for building energy models. The perturbation
of the building system would generate data needed to
train the perturbationmodels. Although field demonstra-
tion is not part of this work, a similar methodology was
recently implemented in an experiment in a university
classroom to reduce total energy use and carbon emis-
sions (Cai 2022).

The trained baseline and linear regression perturba-
tion models are able to generate close predictions of
the load and thermal comfort conditions. The choice of
the surrogate models and optimizer ensures computing
speed and global optimality of the solutions. Increased
prediction accuracy can be achieved by adopting a non-
linear perturbation model, however, the optimization
would require more time to converge andmay give solu-
tions that are local minima.

The perturbation models demonstrated in this paper
are based on defined perturbation ranges. For changes in
these conditions, new perturbation models would need
to be trained with new data of load and thermal com-
fort value perturbation. To offer large-scale solutions, a
separate surrogate model that is able to predict the per-
turbation values for various perturbation ranges would
be necessary.

The implementation of the proposed method is able
to be achieved in real buildings by inputting optimized
schedules to air conditioner smart thermostats and fan
smart speed controls such as the devices mentioned in
papers (Özgür et al. 2018; Yammen, Tang, and Venna-
pusa 2019). Although the hardware of these devices has
been rapidly developed, the control complexity is still lim-
ited (Lee and Zhang 2021). As the evolving capability of
smart devices allowsmore complex control algorithms to
be implemented, theywould be able to archivemore cus-
tomized goals such as reducing peak load and ensuring
thermal comfort at meantime.

This paper demonstrates themethodswith thermostat
setpoint and fan speed schedule optimization; the frame-
work could extend the optimization features to other
building operational schedules. In addition to the opti-
mization target demonstrated here – peak load and heat
stress mitigation – the methodology could be applied to
an extended range of goals such as total energy usage,
carbon emissions, and electricity costs.
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